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ABSTRACT
Frequent itemset mining discovers implicit, previously un-
known and potentially useful knowledge—in the form of fre-
quent itemsets—from data. For example, discovery of fre-
quently purchased merchandise products reveals customer
purchase patterns, which help store managers about their
business strategies and promotional tactics. These, in turn,
help increase profits of the stores. As another example, dis-
covery of popular collections of courses reveals course pop-
ularity and trends of some subject matters. These, in turn,
assist university administrators schedule courses and their
corresponding exams to avoid conflict or exam hardship, as
well as planning of the calendar. As we are living in the era
of big data, many applications and services generate high
volumes of a wide variety of highly valuable data at a high
velocity. These data can be of a wide range of veracity. Con-
sequently, having scalable frequent itemset mining service is
important to both the data mining experts and non-experts.
Over the past two decades, numerous frequent itemset min-
ing algorithms have been proposed. Many of them require
some degrees of data mining knowledge and expertise, which
may be inaccessible by layman. In this paper, we propose
a tool with an intention to provide scalable frequent itemset
mining-as-a-service (FIMaaS) on cloud for non-expert data
miners.

CCS Concepts
• Information systems → Information systems ap-

plications → Data mining → Association rules;

• Human-centered computing → Visualization →
Visualization techniques;
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• Human-centered computing → Visualization →
Visualization application domains → Visual an-
alytics;

• Computer systems organization → Architec-
tures → Distributed architectures → Cloud
computing;

Keywords
Application-as-a-service (AssS), data mining, frequent pat-
terns

1. INTRODUCTION
Most of us are eager for knowledge because knowledge em-

powers us and enriches our life. We used to gain knowledge
through our experience and perception of the world over the
last few thousand years, through education. In the current
information age, computers allow us to collect and store a
large amount of data. Due to the high volume of data, one
may not be able to easily transform all those data into valu-
able knowledge or information.

Data mining [5] becomes a necessity to help us discover
knowledge. Specifically, it refers to the discovery of implicit,
previously unknown and potentially useful knowledge. As
a fundamental data mining tasks, frequent itemset mining
(FIM) [1] finds one kind of knowledge called frequently oc-
curring patterns in the form of sets of items (shorthanded
as itemsets). In other words, frequent itemset mining dis-
covers implicit, previously unknown and potentially useful
knowledge—in the form of frequent patterns—from data.
For example, discovery of frequently purchased merchandise
products reveals customer purchase patterns, which help
store managers about their business strategies and promo-
tional tactics. These, in turn, help increase profits of the
stores. As another example, discovery of popular collec-
tions of courses reveals course popularity and trends of some
subject matters. These, in turn, assist university adminis-
trators schedule courses and their corresponding exams to
avoid conflict or exam hardship, as well as planning of the
calendar.

Since the introduction of frequent pattern mining [2], re-
searchers have been focused on algorithmic efficiency but
mostly ignoring the interactiveness with users. Many of
these algorithms are efficient in terms of memory or disk
space, CPU cycles, and/or data characteristics (e.g., dense
vs. sparse data). However, they mostly do not provide user-
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friendly interfaces for non-expert miners to better under-
stand mined information. While frequent patterns mined
are immediately useful for non-experts (e.g., store managers,
university administrators), frequent pattern mining process
in particular (and the boarder data mining process in gen-
eral) often requires some levels of expertise, which may be in-
accessible to layman. Without friendly-user interfaces, some
potential users of data mining algorithms or systems may
find these algorithms or systems challenging to use. This,
in turn, generates a negative effect of discouraging users to
analyze and explore the data and to discover some valuable
knowledge or information embedded in the data.
Due to advances in technology, high volumes of valuable

data (e.g., streams of banking, financial, and shopper mar-
ket basket data) are collected or generated at a high velocity
in high varieties of data sources in various real-life business,
engineering, and scientific applications and services in mod-
ern organizations and society. Due to their high volumes,
the quality and accuracy of these data depend on their ve-
racity (uncertainty of data). This leads us into the new era
of big data [10, 8]. Embedded in these big data is implicit,
previously unknown, and potentially useful information and
knowledge. However, these big data come with volumes
beyond the ability of commonly-used software to capture,
manage, and process within a tolerable elapsed time.
In general, characteristics of these big data can be de-

scribed by the well-known 5V’s:

1. volume, which focuses on the quantity of data;

2. value, which focuses on the usefulness of data (e.g.,
knowledge that can be discovered from the big data);

3. velocity, which focuses on the speed at which data are
collected or generated;

4. variety, which focuses on differences in types, contents,
or formats of data; and

5. veracity, which focuses on the quality of data (e.g.,
precise data, uncertain and imprecise data).

Hence, new forms of information science and technology—
such as scalable big data analytics and mining algorithms,
data science systems, as well as business intelligence (BI)
solutions—are needed to process and analyze these big data
so to as enable enhanced decision making, insight, knowledge
discovery, and process optimization. For instance, cloud
computing offers dynamic scalability through virtualization,
which is capable of handling large quantity of transactional
data. To get mining results faster, users have to invest on
their own infrastructure, which small and medium business
owners may not be able to afford or may not have the exper-
tise to operate such an infrastructure. On the other hand,
due to the prevalence of Internet used in cloud computing,
a cloud-enabled web interface allows the service accessible
from everywhere, on any types of devices, and by various
kinds of users with different levels of expertise. Practition-
ers who develop applications or services can also leverage
existing cloud solutions (e.g., Amazon Web Service) to ease
the development effort. Last but not least, the interface also
hides the complexity of data mining algorithms in general—
and frequent itemset mining algorithms in particular—and
removes the burden on choosing an algorithm most suitable
to the data (which may be dense or sparse) at hand.

In this paper, we propose a cloud-based web application
solution—called FIMaaS—to provide non-expert data min-
ers with frequent itemset mining-as-a-service (FIMaaS) on
cloud. This highly scalable and easily accessible service for
finding frequent patterns is our key contribution of this pa-
per. To the best of our knowledge, this is the first frequent
itemset mining system where miners can simply upload data
files and get frequent patterns without worrying if the ma-
chine is capable of processing my data. The size of an up-
loaded data file is currently set to 5 GB maximum because
of the cost of cloud compute power. However, this limita-
tion can be lifted and the design of our system is capable of
handling petabytes (or more) of uploaded data if needed. In
order to get frequent patterns quickly, FIMaaS is backed by
the following:

• Amazon Simple Storage Service (S3)1, which is an un-
limited storage service; and

• Amazon Elastic MapReduce (EMR)2, which is an on-
demand cluster compute service to process large data.

In addition, Ruby on Rails3 is used for web frontend as it
allows rapid development of an easy-to-use web interface and
user management system.

Note that, due to the abstraction through virtualization of
physical IT resources offered by cloud computing, the service
delivered to customers can be classified into three layers:

1. infrastructure-as-a-service (IaaS), which offers IT re-
sources;

2. platform-as-a-service (PaaS), which provides platforms
for applications; and

3. software-as-a-service (SaaS), which is visible and di-
rectly interacts with end users.

Amazon S3 and Amazon Elastic Compute Cloud (EC2)4 are
examples of IaaS as (a) Amazon S3 provides storage re-
sources and (b) Amazon EC2 provides processing power.
Ruby on Rails is an example of PaaP as it offers managed
runtime management for applications to ease deployment
and scalability effort. Our FIMaaS is an example of SaaS.

The remainder of this paper is organized as follows. The
next section presents related works. Section 3 first intro-
duces our research problem of providing data mining-as-a-
service (DMaaS), and then describes the design and archi-
tecture of our proposed FIMaaS system in detail. Evaluation
and conclusions are given in Sections 4 and 5, respectively.

2. RELATED WORKS
Delivering data mining as a service, which attempts to

lower barriers to data mining tasks is not a new concept. For
instance, Sarawagi and Nagaralu [13] provided data mining-
as-a-service (DMaaS) over the Internet. Zorrilla et al. [16]
proposed a data mining web interface for non-expert users in
an education setting. The web interface is user friendly, but
it does not take advantage of cloud computing (e.g., scalabil-
ity and virtualization the cloud has to offer). The quantity

1https://aws.amazon.com/s3/
2https://aws.amazon.com/elasticmapreduce/
3http://rubyonrails.org/
4https://aws.amazon.com/ec2/
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of the data mined was also not large because the system does
not scale well. Ramya et al. [12] developed a knowledge ex-
traction system for non-expert miners. However, their sys-
tem only generates a trivial report with simple graphs (cf.
data mining puts emphasis on extraction of implicit and pre-
viously unknown information). Guedes et al. [6] developed
Anteater, which is a service-oriented architecture for data
mining. Anteater relies on web services to offer a simple in-
terface to users and support computationally intensive pro-
cessing through parallelism. Their experiments show that
(a) Anteater is 16 times faster than non-distributed systems
and (b) novice users understand the mined results without
further data mining knowledge. In other words, Anteater
does not show the mined frequent patterns. In contrast, we
focus on frequent itemset mining and leverages cloud com-
puting to achieve the goal.
Because (a) frequent itemset mining (FIM) is a generic

field and (b) frequent patterns can be found in a variety of
data, the applications and services of frequent itemset min-
ing are of broad range and keep springing up. This also leads
to potentially wide use of FIMaaS, which serves as one of the
motivations. In 1994, the research problem of the frequent
itemset mining [2] was introduced in the context of an ap-
plication of analyzing shopper basket market data to mine
frequent itemsets and form interesting association rules that
reveal customer buying behaviors. Chen et al. [4] applied
frequent itemset mining to web logs to find frequent access
patterns, which can help to maximize visitors’ accesses [4].
Mining of frequent access patterns also help to differentiate
students’ access behaviors for online learning [15]. Moreover,
frequent access patterns can also be used for personalization,
which recommends web pages [11].
In addition, frequent itemset mining can also be applied

to time series data. Han et al. [7] found periodic patterns
in temporal data, while Bettini et al. [3] used FIM to detect
frequent event patterns.
Furthermore, researchers also applied FIM to other data

mining tasks (e.g., clustering). For instance, Wang et al. [14]
proposed a clustering algorithm for transactional database
by finding frequent overlapping partial transactions. Note
that the aforementioned frequent itemset mining algorithms
tend to be developed for some specific domains. As a result,
the resulted achievements are not immediate available to
non-expert miners.

3. FIMaaS: FREQUENT ITEMSET
MINING-AS-A-SERVICE

To build a system aimed for non-expert miners, we im-
plement a scalable frequent itemset mining system with eas-
ily accessible and user-friendly interface. With this system,
those who do not have FIM expertise want to have the FIM
job done fast and on demand without knowing how a po-
tentially large dataset is handled and what the underlying
algorithm is and how to choose an efficient one.
To meet the needs of non-experts, the system can be di-

vided into the following sub-problems:

1. input,

2. processing, and

3. output.

First, the system needs to handle large input (i.e., data file).
Users can expect fast and reliable upload speed while secure

transmission and storage are guaranteed. While users are
waiting for output (i.e., frequent patterns), they would like
to obtain real-time feedback of the status of the job. When
the job is done, frequent patterns can be retrieved easily. In
all sub-problems, users can also expect high availability and
high scalability of the system, which means many users can
synchronously upload data files and get results quickly.

3.1 Architecture
When designing our FIMaaS system, we focus on the fol-

lowing two aspects:

1. “cloud-enablility”, which makes the service user friendly
for non-expert users in terms of easiness of use and the
total mining time; and

2. scalability, which is offered by cloud computing.

In order to make the service easily scalable, service-oriented
computing paradigm is adopted. Specifically, our FIMaaS
system is composed of several services, and each part can
work independently. Note that the total mining time is di-
rectly related to the scalability of the service.

Figure 1 shows architecture of our FIMaaS system. Here,
users register and sign in to FIMaaS website and can di-
rectly upload datasets to the Amazon Simple Storage Service
(S3) file store through FIMaaS. In the interim, S3 notifies
FIMaaS with the upload progress and when it is finished.
After a dataset is finished uploading onto S3, our FIMaaS
system creates a job in a queue. The FIMaaS worker then
actively polls jobs from the queue and leverages the Amazon
Elastic MapReduce (EMR) computer cluster to process the
datasets (i.e., to mine frequent patterns from the datasets).
Afterwards, The FIMaaS worker puts the output file con-
taining the mined frequent patterns back onto S3 and in-
forms FIMaaS. Finally, FIMaaS returns the mined frequent
patterns to users, who also have the option to download the
output file containing the mined frequent patterns.

Note that the Amazon S3 file store—which is offered by
Amazon Web Service (AWS)5—provides fast, reliable and
safe transmission, unlimited storage, and scalability. By
leveraging S3, a user can upload a dataset file as fast as the
user’s Internet connection. In the current era of big data, it
is not uncommon to have datasets ranging from gigabytes
to terabytes in size. Hence, S3 can satisfy this requirement
of data volumes. Currently, FIMaaS allows users to upload
datasets as large as 5 TB. In FIMaaS, data transmission is
offloaded to S3. Data are directly transferred to S3 through
user’s browsers without interacting with the web application
server of FIMaaS. The web interface for upload is here to
generate and collect input parameters (e.g., data file path
and authentication information, which are needed to upload
to S3). By doing this, the web application server of FIMaaS
is not blocked by the file uploading process, and thus is
not forcing other users to wait. Thanks to S3, FIMaaS is
then empowered to handle as many concurrent uploads as
requested.

Data are transmitted to S3 through a secure sockets layer
(SSL)-encrypted application programming interface (API)
endpoints using secure hypertext transfer protocol
(HTTPS), which ensures the security and integrity of the
transfer. The S3 SSL-encrypted API endpoint is temporally
authorized from S3 per upload request through the FIMaaS

5https://aws.amazon.com/
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Figure 1: Architecture of our FIMaaS system

web interface. It prevents malicious users to abuse S3 re-
source without being authorized first. During the transfer
process, data cannot be retrieved without the encrypted key
stored on S3 servers. In the meantime, data cannot be mod-
ified or tampered without notice on the client side because
each fragment of data send through SSL has an authenti-
cation code for the receiver to authenticate when the next
fragment of data are ready to transmit.
After users upload data to S3, a job is queued (cf. im-

mediately processed). In other words, the data processing is
asynchronous. This increases the throughput of the FIMaaS
web interface, and thus making FIMaaS scalable. FIMaaS—
which is an application that is constantly checking the job
queue through API of FIMaaS—consumes the jobs in the
queue if any.
FIMaaS worker passes the jobs with necessary parame-

ters to a cluster computing system to do the heavy lift-
ing. When the computer cluster is mining for frequent pat-
terns, the user is getting notification about the mining pro-
cess (e.g., “being processed”) on the web interface. Within
the FIMaaS worker, the job processing component—which
is implemented in Java—is responsible for taking jobs off
the queue and changing the status of a job (e.g., “processed
and available for download”). The FIMaaS worker itself—
which is built on top of Apache Spark6—is a general cluster
computing system specialized in processing big data. The
Machine Learning Library (MLlib)7 in Apache Spark helps
to mine frequent patterns from data. The built-in algorithm
in MLlib is Parallel FP-growth (PFP) [9], which partitions
user data across the compute nodes of a computer cluster to
process the data in parallel.
The computer cluster used by the FIMaaS worker is hosted

on Amazon EMR for easy cluster management. With EMR,
our FIMaaS system leverages its cluster management pro-
vide by the Apache Hadoop8 Yet Another Resource Nego-
tiator (YARN) to allocate and manage compute resources
on master and slave compute nodes. EMR also offers tight
integration with the Amazon S3 file store. Because EMR
servers and S3 servers are in the same data center, it helps
decrease communication cost and maximize transfer speed
between them.

6https://spark.apache.org/
7https://spark.apache.org/mllib/
8http://hadoop.apache.org/

Besides the job processing component (which takes jobs
off the queue and changes the status of a job), another com-
ponent within the FIMaaS worker is the data processing
component. This component takes the following two input
parameters via a simple interface:

1. Uniform Resource Identifier (URI) of the data file on
S3, and

2. minimum count of a frequent product or product set
(i.e., user-specified minimum frequency/support min-
sup threshold).

When mining frequent patterns, the data processing com-
ponent within the FIMaaS worker stores it back to S3. The
user waiting on the web page is then given options to either
visualize frequent patterns or download the file. The down-
load link is temporary and expires within a specific period
of time to ensure nobody else can download users’ data.

To achieve scalability, all components of our FIMaaS sys-
tem can be run independent to each other, and hence can
be substituted for higher performance if needed. For exam-
ple, the Amazon S3 file store can be replaced by any file
store that is compatible with S3 API such as DreamOb-
jects9. The FIMaaS worker, along with the Amazon EMR
computer cluster, can be replaced by any frequent pattern
mining algorithm that (a) can check, remove, and change
the status of tasks from the job queue through FIMaaS API,
(b) uses a consistent data format as required by the FIMaaS
worker, and (c) puts the mined frequent patterns onto S3.
Moreover, MLlib in Apache Spark (e.g., PFP algorithm) can
also be replaced by any frequent pattern algorithm that re-
quires the same input data format and output data format.

3.2 Web interface
The user-friendly interface of our FIMaaS system is a web

application hosted on cloud—specifically, Amazon Elastic
Compute Cloud (EC2). By doing so, the web application
can be accessed everywhere, and users can use it to mine fre-
quent patterns wherever the data is located. For example,
users can choose and upload data stored in their Dropbox
accounts wherever there is an Internet connection. Ama-
zon EC2 is chosen because it scales well when the number
of web application users and uploads increases. Due to the

9https://www.dreamhost.com/cloud/storage/
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Figure 2: Homepage of our FIMaaS system

virtualization technique used, more EC2 servers can be dy-
namically added when the load of application increases. At
the same time, those additional servers can be removed when
the load decreases. The web application allows users easily
register for FIMaaS and sign in, upload their transaction
datasets, and obtain the frequent patterns mined from their
data. User registration allows (a) easy management and ac-
cess control of data for each user, as well as (b) easy retrieval
when data is processed.
Figure 2 shows the homepage of our FIMaaS system. In

the wide gray area on this homepage, users can click either
one of the following buttons:

• Sign up button, which allows users to register an ac-

count. Figure 3(a) shows the sign-up page, in which
users just need to type email and choose a password
for subsequent log in.

• Log in button, which allows users to sign into

FIMaaS. Figure 3(b) shows the login page, in which
users type the email and password to sign in. On the
login/ sign-in page, users can check the box for “Re-
member Me” so that they do not need to retype the
email and password for later visits. If users forgot
their password, they can reset the password by click-
ing the link “Forgot your password?” on the bottom of
the page.

After users successfully logged in, they will be redirected
to a page to upload their data. By clicking the “See all my
data” button, users can see all of their previously uploaded
data. See Figure 4. Once the user data are uploaded, users
can get the data processed by setting the minimum support
minsup ∈ (0.0, 1.0].

Because the web application is responsible for user man-
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(a) Sign-up page (b) Sign-in page (i.e., log-in page)

Figure 3: Sign-up and log-in pages of our FIMaaS system

Figure 4: FIMaaS shows information about the uploaded data

agement and providing user interface, it does not require
much compute power. Indeed, the web server used during
development is a t2.micro instance10 provided by Amazon
EC2: it has 1 GB memory and runs on a 0.25 GHz CPU with
the capability to burst to 2.5 GHz for 6 minutes per hour. As
(a) data transfer is offloaded to Amazon S3 file store without
interacting with the web application and (b) frequent pat-
tern mining is offloaded to Amazon EMR computer cluster,
the web application—including the web server software—
only consumes half of memory (450 MB) and a small frac-
tion of CPU cycles (say, 2%, 0.05 GHz) when idle. During
the load test, it can handle 300 requests per second, which
is sufficiently good as a starting point.

4. EVALUATION
While we faced difficulties and challenges during imple-

mentation, the results are encouraging and show that
FIMaaS really eases the effort to find frequent patterns for
non-experts and can also be very useful for expert miners.
Recall from Figure 2, our FIMaaS system allows non-expert
users who in different domains to analyze data and discover
implicit, previously unknown and potentially useful knowl-

10https://aws.amazon.com/ec2/instance-types/
#general-purpose

edge from the data. Examples include the following:

• Store owners (as one type of non-expert users) can use
FIMaaS to discover frequently bought products. The
discovered customer behavior helps store owners to re-
arrange shelves or online stores so as to satisfy cus-
tomers and increase the store profile; it also helps store
owners in inventory and effective product promotion.

• University or school administrators (as another type of
non-expert users) can use FIMaaS to discover popular
courses. The discovered knowledge helps university
or school administrators to schedule courses so as to
avoid time conflict or exam hardship, to offer these
popular courses more frequently, and to recommend
these popular courses to new students.

4.1 Scalability
FIMaaS was tested with various transactional datasets

available from Frequent Itemset Mining Dataset
Repository11. The sizes of all datasets range from a few
bytes to 1.48 GB, with the latter dataset containing almost
1.7 million transactions about 5.3 million distinct domain
items. Frequent patterns are successfully found in all the

11http://fimi.ua.ac.be/data/
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Figure 5: Upload-data page of our FIMaaS system

datasets. To upload this 1.48 GB file in 100 browser tabs
at the same time, FIMaaS responded normally. This shows
that our FIMaaS system is scalable. The scalability is par-
tially because the Amazon S3 file store offers reliable up-
loads, and offloads the uploaded task to achieve high avail-
ability.
In addition, we also evaluated the transfer speed of this

1.48 GB file from S3 to EC2 on the following two Amazon
EC2 instance types:

1. t2.micro12, which (a) is has the lowest resources and
(b) can be served as the baseline of the test; and

2. m1.medium13, which (a) is the cheapest EC2 instance
in EMR platform, (b) is used by FIMaaS worker to
mine frequent patterns, (c) can be served as baseline,
and is the previous generation of EC2.

Between the two instance types, the transfer speed of
t2.micro is observed to be 82 MB/s, while that of m1.medium
is only 34.4 MB/s.

4.2 Practicality for Non-expert Miners
To evaluate the effectiveness of FIMaaS web interface, we

conducted a user study with 10 participants consisting of
3 data mining experts (who serve as base line) and 7 non-
expert miners. The user study mainly includes a set of tasks
and a user satisfaction questionnaire.
Recall from Section 3.2 that, after users successfully logged

in, they will be redirected to a page to upload their data.
So, the participants’ first task is to upload the data file—
specifically, the online retail file from the Frequent Itemset
Mining Dataset Repository—by using the upload-data page
as shown in Figure 5. The evaluation results show that all
participants correctly uploaded the file. Among them, 8 out
of 10 participants (i.e., 73% of the participants) completed
this task under 10 seconds with mean time of 7.1 seconds.
Between the two groups of participants, non-experts spent
about 8.9 seconds whereas experts spent about 3 seconds to

12http://aws.amazon.com/ec2/instance-types/#t2
13http://aws.amazon.com/ec2/previous-generation/

complete the task. Those who took longer time were those
who read all the text on the upload-data page.

Recall from Section 3.2 that, once the user data are up-
loaded, users can get the data processed by setting the min-
imum support minsup ∈ (0.0, 1.0]. So, the participants’
second task is to set the input parameter minsup for the up-
loaded online retail file, which captures 88,163 anonymized
retail store transactions from an anonymous retail store in
Belgium. A sample transaction is {8, 36, 38, 39, 41, 48, 79,
80, 81}, in which each number is an identifier for a mer-
chandise item. Users were instructed to input a minsup
value indicating that any merchandise item appears in at
least 8 transactions are considered to be popular (or fre-
quent). To help users—especially, non-expert miners—to
better understand the concepts of minimum support, our
FIMaaS system provides a text explanation (as shown in
Figure 6) stating that “If you have 100 transactions, then
the user-specified minimum support value of 0.1 means that
any item appearing in at least 100×0.1 = 10 transactions is
considered to be popular.” The evaluation results show that
all participants were able to correctly enter 8

88,163
≈ 0.00009

as the input parameter for the minsup value. Among them,
we observed the following:

• 3 participants (i.e., 30% of the participants) spent less
than 1 minute to fill out minsup value,

• another 4 participants (i.e., 40%) spent more than
1 minute but less than 2 minutes, and

• the remaining 3 participants (i.e., 30%) spent around
4 minutes to complete this task.

The average completion time for these 10 participants was
2 minutes. Between the two groups of participants, non-
experts spent about 2.6 minutes whereas all experts spent
less than 1 minutes to complete the task. Again, those who
took longer time were those who read all the text on the
text explanation on the page.
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Figure 6: Page for inputting minsup to our FIMaaS system

5. CONCLUSIONS
In this paper, we presented the FIMaaS system, which

provides users with scalable frequent itemset mining-as-a-
service on cloud for non-expert miners. The FIMaaS system
also offers a user-friendly user interface, leverages existing
cloud solutions to make it scalable to handle large datasets,
and uses the same medium as cloud computing, Internet, to
make the service accessible from anywhere and any devices.
As an ongoing work, we plan to make FIMaaS more plea-

surable for users to use by exploring the following direction.
As“a picture is worth a thousand words”, we are adding a vi-
sualization tool kit, which enables users to visualize frequent
patterns. By having a visualization toolkit and integrating
it into our proposed FIMaaS system, the users would be
able to further exploration and analysis. This leads to the
support of visual analytics. We are currently exploring the
use of either (a) web technologies such as WebGL or (b) the
JavaScript visualization frameworks such as D3.js.
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