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ABSTRACT

Deployed social robots are increasingly relying on wakeword-based
interaction, where interactions are human-initiated by a wake-
word like “Hey Jibo”. While wakewords help to increase speech
recognition accuracy and ensure privacy, there is concern that
wakeword-driven interaction could encourage impolite behavior
because wakeword-driven speech is typically phrased as commands.
To address these concerns, companies have sought to use wake-
word design to encourage interactant politeness, through wake-
words like “(Name), please”. But while this solution is intended
to encourage people to use more “polite words”, researchers have
found that these wakeword designs actually decrease interactant
politeness in text-based communication, and that other wakeword
designs could better encourage politeness by priming users to use
Indirect Speech Acts. Yet there has been no previous research to di-
rectly compare these wakewords designs in in-person, voice-based
human-robot interaction experiments, and previous in-person HRI
studies could not effectively study carryover of wakeword-driven
politeness and impoliteness into human-human interactions. In this
work, we conceptually reproduced these previous studies (n=69)
to assess how the wakewords “Hey (Name)”, “Excuse me (Name)”,
and “(Name), please” impact robot-directed and human-directed
politeness. Our results demonstrate the ways that different types
of linguistic priming interact in nuanced ways to induce different
types of robot-directed and human-directed politeness.
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Figure 1: Participants interacted with a Softbank Pepper us-
ing to one of three condition-specified Wakewords: “Excuse

»

me Pepper”, “Pepper Please”, and “Hey Pepper”.

1 INTRODUCTION

Social robots are increasingly being deployed into domains where
they must interact with everyday users who do not have prior
experience with robots. To ensure natural and fluid interaction
with these users, robots need to be able to interact in a way that is
natural, humanlike, and conforming to interactants expectations
and the social conventions of a given context. There has thus been
a sustained research effort toward developing robots with natural
language capabilities [46, 47, 57].

While most Human-Robot Interaction (HRI) research on Human-
Robot Dialogue focuses on enabling natural, fluid, mixed-initiative
communication, many voice-interactive robots that have been suc-
cessful deployed in various real-world contexts instead rely on

wakeword-based interaction, in which interactions are human-initiated
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and begin with a keyphrase (i.e., wakeword), such as “Hey Jibo”.
This wakeword design is commonly used for other voice interactive
technologies, such as virtual intelligent assistants (e.g., Amazon
Alexa, Google Assistant and Siri), for a variety of important reasons.
Wakeword-driven interaction has been found to be an effective
means of interaction not only because it helps to constrain speech
recognition and ensure accurate and responsive execution of user
commands [35], but also because it aims to promote privacy and
security [58], to minimize the risk of these technologies being used
as surveillance tools. These concerns are not unique to virtual intel-
ligent assistants; and moreover, they touch on key sociotechnical
concerns that are not easily and immediately addressable by tech-
nical improvements to speech recognition models. As such, there is
good reason to expect that wakeword-driven interaction will be an
important interaction design paradigm for both virtual intelligent
assistants and social robotics, at least for the near future.

Nevertheless, a number of key concerns have been raised about
wakeword-driven interaction. One such concern is the way that
many wakeword-based interactions seem to be intrinsically command-
based, inducing people to speak in ways that often being perceived
as impolite (e.g., “Hey Jibo, take a picture.”). Because of this orienta-
tion towards command-based interactions, a number of journalists
and parents have questioned whether wakeword-driven intelligent
agents might entrain users (especially children) into predominantly
command-based interaction patterns, in essence teaching these
users to be domineering and rude [1, 20, 21, 68]. Moreover, these
journalists and parents have questioned whether these effects might
carry over into human-human interactions as well [19]. These con-
cerns have been echoed by HRI researchers [69, 70], who have
pointed to previous evidence for so-called “ripple effects” in which
human influence on robot moral and social norms may carry over
into human-human interactions in just this way [43, 65].

To address these concerns when raised for virtual intelligent as-
sistants, companies have been exploring solutions to intentionally
encourage politeness from people [1, 66]. For example, Amazon
deployed an optional “Alexa please” mode which encourages chil-
dren to use the “magic words” (e.g., "please” and "thank you") when
talking to Alexa [4]. While this solution is intended to encourage
people to use more “polite words”, some researchers have argued
that these wakeword designs may not actually induce more human
politeness, and in some cases could in fact decrease interactant
politeness. From a politeness theoretic perspective, using “please”
at the beginning of a sentence is in fact negatively correlated with
perceived politeness [16]. Sentence-frontal please usage is a strat-
egy used to phrase commands more politely; conversely, this means
that requiring a request to start with “please” has the effect of in-
ducing the rest of the sentence to be phrased as a direct command,
thus resulting in a high level face threat. For the word “please” to
positively correlate with politeness, it needs to be used alongside
other politeness communication strategies [16].

One common strategy that speakers in many cultures regularly
use to reduce face threat (i.e., to adhere with sociocultural politeness
norms) is the use of Indirect Speech Acts (ISAs), such as “Could you
please bring me some water”, in which a speaker’s literal meaning
does not match their intended meaning. ISAs are one of the most
commonly used politeness strategies, especially in cases where
speakers need to issue commands and requests. ISAs have been
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shown to be common in human-robot interaction, and in some con-
texts, speakers are noticeably reticent to use anything but ISAs [72]1.
As such, encouraging robots’ interactants to use ISAs could be a
more effective strategy than Please-based wakeword design if our
true goal is to encourage interactant politeness.

In fact, previous research has found that, at least in text-based
communication, while ostensibly polite wakewords such as “(Name),
please” do increase the usage the word “please”, they actually dis-
courage politeness as measured by ISA use, due to the particular
types of lexical and syntactic priming induced by Please-based
wakewords [69]. Research has also shown that in live human-robot
interactions, wakewords that conform to social conventions, such
as “Excuse me (Name)”, could prime users to phrase their com-
mands as ISAs [70]. However, to the best of our knowledge, there
has been no previous research to directly compare those two types
of wakewords in in-person, voice-based human-robot interaction
experiments. Moreover, previous in-person studies of wakeword-
based Human-Robot Interaction were not able to effectively study
the potential carryover of wakeword-driven politeness and impo-
liteness into human-human interactions.

In this work, we thus present a human subject study (n=69), as
a conceptual reproduction of previous research from Wen et al.
[69] and Williams et al. [70], to assess how the wakewords “Hey
(Name)”, “Excuse me (Name)”, and “(Name}), please” impact both
robot-directed and human-directed politeness in human-robot inter-
action. Our experiment builds off on the wakeword-based human-
robot interaction paradigm used by Wen et al. [69] in their online
experiments, while converting this paradigm for use in in-person
HRI studies. Our results demonstrate the ways that different types
of linguistic priming interact in nuanced ways to induce different
types of robot-directed and human-directed politeness.

2 RELATED WORK

2.1 Persuasive Robotics

In the HRI literature, a vast amount of research has demonstrated
the persuasive power of embodied robots [44]. While robots’ per-
suasive capabilities can be influenced by general features of their
designs [53, 56], they are especially impacted by robots’ communi-
cation strategies, both nonverbal [22] and verbal [3, 13, 15]. When
robots use verbal cues, researchers have shown that different types
of verbal strategies, such as indirectness, can be used to increase
robots’ persuasive capabilities [34, 56].

Due to physical robots being perceived as both social and moral
agents [26, 27], researchers in HRI have also started studying the
moral aspect of robot’s persuasive power, and the ways that robots
can influence the systems of moral norms that govern human be-
haviors, intentionally or unintentionally, and for better or for worse.
Jackson and Williams [25] showed that robots can unintentionally
weaken humans’ perceptions of moral norms through common
dialogue patterns; an effect they computationally remedy through
later architectural work [28]. Briggs and Scheutz [10] found that
through displays of verbal protest and distress, robots can inten-
tionally dissuade people from undesired or potentially unethical

! These findings mainly hold in western, English-speaking contexts, and do not hold
for human-robot interactions conducted in Korean [59].
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actions. Sandoval et al. [55] specifically demonstrated robots’ ability
to encourage interactants to accept bribes.

The potential for this moral influence to be exerted uninten-
tionally creates a significant challenge for robot designers. Even if
robot designers do not have an explicit goal to persuade interac-
tants toward specific actions or to maintain a specific norm, they
must nevertheless be attentive to and try to head off these poten-
tial negative effects. Moreover, this challenge becomes especially
salient due to evidence of “ripple effects” in human-robot inter-
action [65], where the ways that robots shape human behaviors
during interactions carry over into those humans’ future interac-
tions with other humans [43, 65, 71]. This is a particularly acute
concern when robots wield morally persuasive power. If the effects
of inadvertent negative moral influence lingers and carries over
into future human-human interactants, this risks negative and po-
tentially long-lasting influence on the broader moral ecosystems
into which humans are embedded [63].

On the other hand, however, this challenge of avoiding nega-
tive, unintentional moral influence also comes with an opportunity
for promoting positive moral influence, and opportunities to help
cultivate humans’ moral ecosystems [12, 14, 73, 74]. One way that
robots might seek to cultivate their social and moral ecosystem is
by encouraging interactants to adhere to human politeness norms.

2.2 Politeness

Politeness norms are fundamental to governing human interactions.
According to Brown and Levinson’s Politeness Theory [11], people
negotiate the level of threat to one another’s Face (i.e., the public im-
age that the other person wants to maintain and enhance) through
regular communication. Face is composed of two aspects: Positive
Face (i.e., one’s desire for a self-image) and Negative Face (i.e., one’s
desire to have freedom of action) [11]. From the politeness theoretic
perspective, politeness is negatively correlated with face threat.

People use a variety of strategies to express politeness and de-
crease the level of face threat in everyday communication, such
as by expressing gratitude and providing compliments [16]. As in-
troduced in the previous section, one of most effective linguistic
strategies to reduce face threat is the use of ISAs. In contrast, the
word “please”, which is the sterotypical denotation of politeness,
is actually not always perceived as polite. In order for the word
“please” to be considered as polite, it in fact need to be used along
with other linguistic constructions (e.g., ISAs) [16].

Research has shown that people apply politeness strategies, in-
cluding the use of ISAs, when communicating with robots [69, 70,
72]. Yet humans are not automatically and uniformly polite towards
robots, and their use of these politeness cues is mediated by a num-
ber of different factors. Some of these factors are things that robots
and their designers have no control over. For example, Williams
et al. [72] showed that interactants use ISAs more frequently with
robots in contexts with strong sociocultural norms and conventions
(e.g., restaurants) than in more novel and task-oriented contexts.

In contrast, some of these politeness-mediating factors can be
steered through robot design in explicit or implicit ways. Robots
and other language-capable technologies can explicitly encourage
politeness by requesting and requiring human interactants to use
polite language when communicating with them [7], although the
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success of such moral interventions is highly dependent on the way
they are structured [33] (see also [24, 29, 36-39, 49] in the context
of moral interventions beyond politeness).

Recently, HRI researchers have been exploring how to use more
implicit dimensions of robots’ interaction designs to encourage hu-
man politeness. Specifically, Wen et al. [69] and Williams et al. [70]
have demonstrated that the choice of different robots wakewords,
which humans are required to use from a technical perspective
(rather than explicitly encouraged or required by the robot accord-
ing to ostensible robot intent) may also be able to encourage human
politeness towards robots, and possibly also towards other humans.

2.3 Robot Wakeword Design

As described above, in the context of smart speakers, companies like
Amazon and Google have sought to encourage politeness through
wakewords involving the word “please”. But inspired by Danescu-
Niculescu-Mizil et al. [16]’s finding that sentence-frontal please use
is anticorrelated with politeness, Williams et al. [70] hypothesized
that this approach could in fact backfire, and sought to explore the
use of other possible wakewords for encouraging politeness.

Williams et al. [70] compared politeness indicators for the "Hey,
(Name)" and "Excuse me, (Name)" wakewords in a restaurant set-
ting, requiring the participant to speak to both the robot and human
during the experiment. This research found that participants with
the impolite wakeword condition "Hey, (Name)" were less likely to
use Indirect Speech Acts than the participants with the polite wake-
word condition "Excuse me, (Name)", suggesting that “Excuse me,
(Name)” could serve as an effective wakeword for encouraging po-
liteness. Moreover, Williams et al. [70] explain their results through
an interesting account grounded in linguistic priming, which we
will return to later. Yet Williams et al. [70]’s work does not actually
provide experimental evidence against the effectiveness of “please”.

In contrast, in more recent work, Wen et al. [69] explicitly com-
pare "Hey, (Name)" and "Excuse me, (Name)" with the "(Name),
Please" strategy that had been critiqued by Williams et al. [70]. Wen
et al. [69]’s research provided extremely strong evidence that differ-
ent wakewords led to different uses of ISAs. But while Williams et al.
[70] had found that “Excuse me (Name)” led to more robot-directed
politeness than “Hey (Name)”, Wen et al. [69] found no such effect,
finding instead that both wakewords were equally as effective at
promoting ISA use, and that “(Name), Please” fared much worse
than either. Unlike previous research, Wen et al. [69] were also able
to look at carryover effects into human-human interactions, and
found that “Excuse me (Name)” and “Hey (Name)” may have better
enabled carry-over of politeness into human-human interaction,
in the sense that human interactants were more likely to use ISAs
with other humans when these wakewords were used to govern
robot-directed speech, while also finding that "(Name), please" was
more effective at (the less nuanced goal of) encouraging people to
use “please” more often with one another.

One limitation of Wen et al. [69]’s work, however, was that it
was conducted online in a text based chat application, with limited
ecological validity for real human-robot interaction experiments.
This clearly motivates in-person human-robot interaction experi-
ments to confirm or refute Wen et al. [69]’s findings and arbitrate
between the differences found in Williams et al. [70] and Wen et al.
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[69]’s work. But moreover, there is a need to interrogate the un-
derlying theoretical assumptions made by Wen et al. [69]. Wen
et al. [69] argue that their results support a high-level theory in
which different wakewords lead to different downstream behaviors
due to different types of linguistic priming effects. However, they
only make attempt to reason about the priming effects at play for
the wakeword “Please (Name)”. We argue that a priming based
explanation of wakeword effects needs to be able to explain the
downstream effects of all wakewords under consideration. As such,
before formulating our experimental hypotheses, we will consider
the different types of linguistic priming that might be at play, so
that we can ground our hypotheses in those specific mechanisms.

In the following section, we will introduce three types of linguis-
tic priming, which motivate our hypotheses and provide a critical
lens through which to interpret and explain our results.

2.4 Linguistic Priming

During human-human dialogue, speakers subtly influence each
other’s linguistic choices at multiple levels of linguistic abstrac-
tion, including phonetics, lexical choice, syntax, and semantics [52],
in which the psycholinguistics literature effects can directly influ-
ence politeness [2]. This influence is exerted by activating mental
representations associated with those different levels of linguistic
abstraction, through different sorts of priming.

At least three main types of priming could determine the effects
of different wakewords: (1) syntactic priming [8, 9, 51], where the
wakeword most easily facilitates a post-wakeword clause with a
particular syntactic construction; (2) semantic priming [18, 48],
where the wakeword most easily facilitates a post-wakeword clause
with a particular meaning; and (3) lexical priming [6, 23], where
the wakeword most easily facilitates a post-wakeword clause in
which particular words are used. We expect these different types of
linguistic priming to combine in different ways to lead to different
effects on robot- and human-directed ISA and “Please” use.

First, we expect both syntactic and semantic priming to play
key roles in determining ISA use in post-wakeword clauses of par-
ticipants’ robot-directed utterances, with syntactic priming being
more important. We do not expect lexical priming to play a signifi-
cant role here. Second, we expect robot-directed ISA use to directly
carry over into human-directed utterances, and thus expect this
influence to ultimately be grounded in these same types of priming.
Finally, we expect both semantic and lexical priming to play key
roles in determining “please” use in participants’ human-directed
utterances, with lexical priming being more important. We do not
expect syntactic priming to play a significant role here.

If these linguistic expectations are accurate, they should inform
how different wakewords influence both robot and human-directed
speech. We formulate these expectations through a set of concrete
hypotheses that we delineate in the next section.

2.5 Hypotheses

In this paper, we examine the efficacy of “Excuse me, (Name)”
relative to the baseline “Hey (Name)” and the alternative “(Name)
Please”. Based on our expectations for how each type of linguistic
priming will affect human-directed and robot-directed ISA and
please use, we propose the following concrete hypotheses:
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H1: We hypothesize that different required wakewords will lead
to differences in robot-directed politeness as assessed by ISA use.
Specifically, robot-directed ISA use will be:

(H2a) higher under “Excuse me, (Name)” than under “(Name)
Please” (confirming [69]);

(H2b) higher under “Excuse me, (Name)” than under “Hey (Name)”
(confirming Williams et al. [70] and refuting [69]); and

(H2c) higher under “Hey (Name)” than under “(Name) Please”
(confirming [69]).

H2: We hypothesize that these effects will carry over into differ-
ences in human-directed politeness as assessed by ISA use. Specifi-
cally, human-directed ISA use will be:

(H2a) higher under “Excuse me, (Name)” than under “(Name)
Please” (confirming [69]);

(H2b) higher under “Excuse me, (Name)” than under “Hey (Name)”
(refuting both Williams et al. [70] and [69]); and

(H2c) higher under “Hey (Name)” than under “(Name) Please”
(confirming [69]).

H3: We hypothesize that different required wakewords will lead
to differences in human-directed politeness as assessed by use of
the word “please”. Specifically, human-directed “Please” use will be:
(H3a) higher under “(Name) Please” than under “Hey (Name)”
(confirming [69]);

(H3b) higher under “(Name) Please” than under “Excuse me, (Name)”
(confirming [69]); and

(H3c) higher under “Excuse me, (Name)” than under “Hey (Name)”
(confirming [69]).

3 METHOD

3.1 Experimental Design

To test these hypotheses, we conducted an IRB-approved human-
subject study with a between-subjects design, with each participant
assigned to one of three conditions (Excuse Me, Please, Hey).

3.2 Task Design

A simulated food delivery task based off that used by Wen et al.
[69] was used in this experiment, in which participants provided a
series of requests to robot and human teammates. This experiment
primarily deviated from the task method used by Wen et al. [69] in
two ways: (1) it was conducted in person rather than online; and
(2) participants interacted with their human and robot teammates
through spoken language rather than through text.

The participant was situated in front of a desktop computer in a
room with three teammates: a robot (the Softbank Pepper) and two
human confederates. Each Human Teammate was associated with
a different delivery method (car or bike). Each Human Teammate
wore a nametag bearing their name and their associated delivery
method. Each participant was provided with a series of ten food
orders, which were presented on a series of slides in a presentation
that was advanced by hitting the [Space] key. Each food order was
broken into two slides.

On the first slide, participants were given the name of a dish
that needed to be prepared (e.g., “Cheeseburger”). The slide then
stated “Pepper now needs to tell the kitchen to prepare this order.
Get Pepper to do this” This phrasing was chosen to avoid an impli-
cation that any particular type of Speech Act should be used. When
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speaking to Pepper, participants were required to use a wakeword
to trigger the robot’s speech recognition. After participants deliv-
ered this instruction (repeating the instruction if necessary due to
speech recognition failure), they advanced to the second slide.
On the second slide, participants were given a delivery address
that the previously indicated dish should be delivered to, and the
optimal delivery method to use for that address. The slide then
stated “Dispatch the appropriate driver to this address” Again, this
phrasing was chosen to avoid an implication that any particular
type of Speech Act should be used. After participants delivered this
instruction to the appropriate Human Teammate, the teammate left
the room for a few moments. Once they returned, the participant
advanced to the next slide, i.e., the first slide for the next order.
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Figure 2: Experiment Environment Layout.

3.3 Measures

The primary data collected in this experiment was participants’
utterances directed towards their robot and human teammates.
This data was annotated according to two key criteria:
Directness — Utterances were annotated as Indirect if a con-
ventionally indirect form such as “Could you (X)” or “I need
(X)” was used; Direct if the participant’s intent was stated
directly, and Keyword-Only if the participant used a keyword
rather than a complete sentence.
Please Use — Human-directed utterances were annotated based
on the appearance of “Please”.

Participants also completed a survey requesting age, college ma-
jor, gender (forced choice € {Female, Male, Nonbinary, Genderfluid,
Prefer Not to Say} and familiarity with robots (1=“Not familiar at
all” to 5=“Very familiar”).
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3.4 Procedure

After providing informed consent, participants were introduced to
the experimental task. Participants were informed that they would
be testing a new algorithm for dispatching food deliveries, and that
their job in the task was to use a desktop application to pass food
orders and delivery instructions to a robot and human teammate.
Participants were then walked through an example task instance,
and were told to make sure to preface all instructions given to the
robot teammate with the wakeword needed to trigger the robot’s
speech recognition. The wakeword each participant was instructed
to use was determined by their experimental condition: “Excuse
me Pepper”, “Pepper Please”, or “Hey Pepper”. Participants then
then began their series of ten food orders. The robot used in this
experiment was fully autonomous, and was programmed using the
Softbank Choregraphe software to listen for utterances beginning
with the condition-specified wakeword and reply with “Got It. I sent
your request to the kitchen. The order is now ready to deliver” After
all ten food orders had been completed, the participant completed
a demographic survey, was debriefed about the purpose of the
experiment and paid for their time.

3.5 Participants

Seventy-eight participants were recruited from the campus of a
small engineering university. Nine of these participants were dis-
carded due to robot mechanical failure, experimenter miscommu-
nication of instructions, or dramatic participant deviation from
instructions. Complete data was thus collected from 69 participants
(25 in the “Hey Pepper” condition, 21 in the “Excuse me Pepper”
condition, and 23 in the “Pepper Please” condition). Twenty-three
self-identified as Female, forty-one as Male, three as Nonbinary,
one as Genderfluid, and one did not self-identify. Participant ages
ranged from 18 to 65 (M=22.464, SD=8.165). Average participant self-
report for familiarity with robots was 2.71 out of 5 (SD=0.925). All
participants reported being STEM majors, with the exception of six
participants, three who were undecided, and three (non-students)
who did not report.

3.6 Analysis

To analyze our data, experiment recordings were transcribed, and
divided into robot- and human-directed utterances. These transcrip-
tions were then annotated by three annotators according to each
measure described in Sec. 3.3. In cases where the two annotators
disagreed, a third annotator vote was used to resolve the conflict.
When participants repeated themselves (due to Speech Recognition
Errors that resulted in no response from the robot), only the first
of the participant’s utterances was retained. When a participant
spoke with only a keyword, such as “Hey Pepper, <food item>,” that
utterance was excluded due to the inability to perform utterance-
level analysis. One participant who spoke with all keyword-only
phrases was not included in the data for this same reason. The mean
value for each measure was then calculated for each participant’s
robot-directed utterances and each participant’s human-directed
utterances. These means were analyzed using Bayesian Analyses
of Variance with Bayes Factor Analysis [54] using the JASP 0.16.4
statistical software [32].
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While the Bayesian statistical analysis has been gaining atten-
tion within the scientific community, it is still relatively uncommon
in HRI research. We chose Bayesian analysis over Frequentist Null
Hypothesis Significance Testing (NHST) due to its robustness to
small sample-sizes [61], support for incremental and flexible sam-
pling, support for collecting evidence both for and against hypothe-
ses [5, 64, 67], and ease of interpretability [31].

Each Bayesian analysis produced a Bayes Factor BFj( repre-
senting the ratio of evidence in favor versus against an effect of
Wakeword. That is, the BFjo represents how much more likely the
data were to be generated under a model accounting for Wakeword
(H1) than under one that did not (Hp). These Bayes Factors were
then interpreted using the classification scheme proposed by Lee
and Wagenmakers [41]. Under this scheme, Bayes Factors BFjp > 3
are interpreted as providing at least moderate evidence in favor of
Hj relative to Hy, Bayes Factors % < BFjp < 3 are interpreted as
providing anecdotal (and thus inconclusive) evidence, and Bayes
Factors BFyg < % are interpreted as providing at least moderate
evidence against Hy (and thus in favor of Hy), allowing H; to be
ruled out. When our Bayes Factor analysis of our ANOVA results
could not rule out an effect of Wakeword, post-hoc Bayesian t-tests
were used to effect pairwise comparisons between each of the three
wakewords.

4 RESULTS

4.1 ISA Use in Robot-Directed Utterances

A Bayesian ANOVA provided very strong evidence for an effect of
wakeword on robot-directed ISA use (BF;g = 50.251). We thus con-
ducted post-hoc analyses. Post-hoc analysis provided very strong
evidence (BFjp = 65.127) that participants in the Excuse Me condi-
tion (M=0.738, SD=0.412) used more ISAs in their robot-directed
utterances than did participants in the Please condition (M=0.272,
SD=0.394), supporting H1a. Post-hoc analysis also provided strong
evidence (BFjp = 20.150) that participants in the Hey condition
(M=0.684,SD=0.456) also used more ISAs in their robot-directed
utterances than did participants in the Please condition, supporting
H1c. However, post-hoc analysis also provided moderate evidence
against such a difference between the Hey and Excuse Me condition
(BFj0 = 0.315), refuting H1b.

4.2 ISA Use in Human-Directed Utterances

A Bayesian ANOVA provided moderate evidence against an effect of
wakeword on human-directed ISA use (BFjo = 0.211), refuting H2a,
H2b, and H2c. We thus did not proceed with post-hoc analyses.

4.3 Please Use in Human-Directed Utterances

A Bayesian ANOVA provided anecdotal evidence for an effect of
wakeword on human-directed please use(BFjp = 2.392). We thus
conducted post-hoc analyses. Post-hoc analysis provided moderate
evidence (BFjp = 7.016) that participants in the Please condition
(M=0.457,SD=0.445) were more likely to include “Please” in their
human-directed utterances than were participants in the Hey con-
dition (M=0.144,SD=0.303), supporting H3a. However, post-hoc
analysis also provided anecdotal evidence (BF;o = 0.606) against
such a difference between the Please condition and the Excuse Me
condition (M=0.286, SD=0.400), and anecdotal evidence (BFjy =
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0.620) against such a difference between the Excuse Me condition
and the Hey condition, potentially refuting H3b and H3c.

5 DISCUSSION
5.1 ISA Use in Robot-Directed Utterances

Our first hypothesis was that different required wakewords would
lead to differences in robot-directed politeness, as assessed by ISA
use. Specifically, we hypothesized that Excuse me would promote
the greatest ISA use, followed by Hey, followed by Please. This
hypothesis was partially supported: Excuse Me and Hey both led to
more robot-directed politeness than Please, but no difference was
found between Excuse Me and Hey.

This effect suggests a particular account of the role of linguistic
priming in determining participants’ robot-directed utterances in
wakeword-based interaction. For robot-directed utterances, we are
not interested in lexical priming, as there was no reason to expect
that the required wakewords would re-occur in the post-wakeword
clause. This leaves syntactic and semantic priming.

We expected both syntactic and semantic priming to play key
roles in determining ISA use in the post-wakeword clauses of robot-
directed utterances, but expected syntactic priming to be more
important. That is, we expected syntactic priming to produce large
differences between Excuse Me / Hey and Please, as we thought it
would be more syntactically natural to follow Excuse Me and Hey
with an indirect request, and more natural to follow Please with a
command. We then expected semantic priming to increase ISA use
in both the Excuse Me and Please conditions, creating a difference
between the polite Excuse Me and the impolite Hey, and reducing
the difference between the impolite Hey and the polite Please.

The fact that we observed a difference between Excuse Me / Hey

and Please but not between Excuse Me and Hey suggests that the
first part of our prediction was correct, but the second was not. That
is, if our general account is correct, ISA use in the post-wakeword
clauses of participants’ robot-directed utterances was influenced by
syntactic priming, but not by semantic priming. Put more plainly,
to encourage robot-directed politeness, it was more effective to use
a wakeword that made it more syntactically natural to follow-up
with an ISA than it was to use an explicitly “polite” wakeword. This
finding, which confirms the results of Wen et al. [69] but refutes
the results of Williams et al. [70], produces an obvious, concrete
design guideline for robot designers:
Design Guideline 1: To encourage robot-directed politeness
through wakeword design, robot interaction designers should
require the use of wakewords that syntactically prime the
use of indirect speech acts by allowing the wakeword clause
to be followed by a complete sentence.

These results also suggest the online, text-based experimental
paradigm used by Wen et al. [69] had adequate ecological validity to
accurately predict robot-directed speech patterns in live interaction.

5.2 ISA Use in Human-Directed Utterances

Our second hypothesis was that different wakewords would lead
to differences in human-directed politeness, as assessed by ISA use.
Again, we hypothesized that Excuse me would promote the greatest
ISA use, followed by Hey, followed by Please. This hypothesis was
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Figure 3: Results from the experiment. Error bars represent 95% Credible Intervals.

partially supported: Excuse Me and Hey both led to more robot-
directed politeness than Please, but no difference was found be-
tween Excuse Me and Hey. That is, we expected that robot-directed
politeness encouraged by a required wakeword would carry-over
into (non-wakeword-based) human-human interaction. We did not
observe any such effects. That is, regardless of wakewords’ impacts
on robot-directed utterances, these effects did not carry over into
human-directed utterances. Unlike the results reported by Wen
et al. [69], no “ripple effects” were found.

One explanation could be that the influence of syntactic priming
ends at the sentence boundary. While syntactic priming constrains
the construction of the post-wakeword clauses of a robot-directed
utterance, once the utterance is complete, this constraint is removed.
However, this would not explain why carry-over effects were found
by Wen et al. [69]. Similarly, it could be that our human-robot
interactions were not long enough to evoke observable effects, but
as in other areas of HRI [17, 40, 42, 60], these effects could emerge
under longitudinal interactions. But again, this would not explain
why carry-over effects were found by Wen et al. [69]. We must
thus consider the differences between Wen et al. [69]’s testbed and
ours, to understand why online, text-based interaction was enabled
accurate study of robot-directed utterances but not human-directed
utterances. We consider two distinct possibilities.

5.2.1 Online Agent Equivalence Hypothesis. First, it is possible that
in Wen et al. [69]’s online, text-based experiment, participants did
not buy into the ostensible humanity of their “human” interactants
(and may not have even bought into the robotic nature of their
“robot” interactants), and treated humans and robots as disembodied
intelligent agents, or even just as part of the mechanism of the
experimental platform. Under this interpretation, robot and human
teammates were treated the same way, and thus the rules that
participants learned for how they needed to interact with their
robotic teammates carried over into how they interacted with their
“human” teammates. This account might be supported if participants
in Wen et al. [69]’s experiment continued to use the wakewords

required for robot-directed speech in their human-directed speech.
This appears to have been the case for the please wakeword, but
Wen et al. [69] do not report whether this was also true in the
other two conditions. Future research could replicate Wen et al.
[69]’s online experiment while collecting and reporting this data,
and could also use free response questions to try to qualitatively
probe participants’ rationale. However, these results would say
more about online text-based interactions than it would about real-
world human-robot interactions.

5.2.2  Social Presence Driven Politeness Hypothesis. Second, it is
possible that face-to-face communication imposes more social pres-
ence, and thus more awareness of interactants’ face needs. Under
this explanation, no differences were observed in our in-person
study because awareness of interactants’ face needs uniformly
boosted ISA use. That is, perhaps in in-person interactions, partici-
pants were uniformly polite to each other regardless of wakeword
use. Comparing general mean use of ISAs in human-directed ut-
terances between our two experiments bears out this hypothesis.
While in Wen et al. [69]’s experiment, mean human-directed ISA
use varied between 6% and 44% depending on condition, in our
experiment, mean human-directed ISA use varied between 74%
and 86% depending on condition. Humans are less likely to use
ISAs in contexts without highly conventionalized social norms [72],
in contexts with increased potential for harm [62], and possibly
when speaking to interlocutors in authority positions [45]. Based
on these results, future work should replicate our experiment in
a context designed to discourage ISA use. The results of such an
experiment could either provide evidence for universality of our
findings regardless of context (suggesting that human-human po-
liteness may not be achievable through wakeword design alone), or
could provide evidence for context-sensitivity of our findings (sug-
gesting that human-human politeness may be achievable through
wakeword design only in particular types of task contexts).
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5.3 Please Use in Human-Directed Utterances

Our third hypothesis was that different required wakewords would
lead to differences in human-directed politeness as assessed by
literal use of the word “please”. Specifically, we hypothesized that
Please would promote the greatest “please” use, followed by Excuse
Me, followed by Hey. This hypothesis was partially supported: Ex-
cuse Me and Hey both led to less human-directed “please ” use than
Please, but no difference was found between Excuse Me and Hey.
Similar to robot-directed ISA use, this effect suggests a particular
account of the role of linguistic priming in determining participants’
human-directed utterances in wakeword-based interaction. Unlike
with robot-directed utterances, for human-directed utterances we
are interested in lexical priming, as interactants could certainly
repeat the wakewords required in their robot-directed utterances
when speaking with humans; and Wen et al. [69]’s work suggests
that at least in the case of “please”, this may well be the case.

We expected both semantic and lexical priming to play key roles
in determining “please” use in participants’ human-directed utter-
ances, but expected lexical priming to be more important. That is,
we expected lexical priming to produce large differences between
Excuse Me / Hey and Please, based on previous research [69]. We
then expected semantic priming to increase “please” use in both
the Excuse Me and Please conditions, creating a difference between
the polite Excuse Me and the impolite Hey, and exacerbating the
difference between the impolite Hey and the polite Please.

The fact that we observed a difference between Excuse Me / Hey
and Please but not necessarily between Excuse Me and Hey suggests
that, similar to our first hypothesis, the first part of our prediction
was correct, but the second may not have been correct. That is,
if our general account is correct, “please” use in human-directed
utterances was influenced by lexical priming, but not necessarily by
semantic priming. We caveat these claims here because our Bayes
Factor analysis produced evidence against differences between Hey
and Excuse me, and between Excuse me and Please, but this evidence
was not strong enough to completely rule out an effect; and visual
inspection certainly suggests that our originally hypothesized or-
dering could still be accurate after all. Overall, however, our results
generally suggest that to encourage human-directed “please” use,
it was more effective to explicitly require please than it was to
generally encourage politeness, e.g. through Excuse Me, and that
more data would need to be collected to make any concrete claims
about the existence or nonexistence of semantic priming effects.
This presents a clear direction for future work. Even without a con-
clusive ruling on semantic priming effects, however, our findings in
this work confirm the results of Wen et al. [69], and again produces
an obvious, concrete design guideline for robot designers:

Design Guideline 2: To encourage the use of “please” in human-
human conversation, robot interaction designers should re-
quire the use of wakewords that lexically prime this keyword.

6 LIMITATIONS AND FUTURE WORK

Before we conclude, we will describe several key limitations of our
experiment, as well as possible directions for future work. First, as
we discussed in the previous section, the human-robot interaction
designed in this study may not have lasted long enough to cause
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carry-over effects. Future work should explore longer term interac-
tions, as well as repeated interactions across multiple sessions.

Second, the structure of our experimental task requires partic-
ipants to pass very specific information to the designated agent.
Specifically, even though participants have the freedom to organize
their language however they want (except for using the assigned
wakeword), participants often tended to say one sentence in each
round of robot-directed or human-directed communication, and
the entire interaction (ten rounds in total) usually only last around
five to seven minutes. Future work should encourage more free-
form human-human interactions in order to explore how carry-over
effects might manifest outside of single-shot utterance generation.

Finally, as shown in previous HRI research [30], gender plays a
critical role in both human-directed and robot-directed politeness.
While we did not examine gender effects in this experiment, our
human confederates all identified as women, and the Pepper robot
is typically perceived as more feminine than masculine [50]. In
contrast, the majority of our participants were men. Given the
gendered nature of both robot- and human-directed politeness,
this may have influenced the politeness dynamics observed in our
work. Future work should explore how the gender representation
of the robot, human teammate, and participant might interactively
influence and inform the politeness dynamics of both human-robot
and human-human communication.

7 CONCLUSION

Like many researchers within the HRI community, we hope that
the future of verbal human-robot interaction will not be one that
necessitates the use of wakewords. But in the immediate future, ac-
curate and privacy preserving speech recognition may nevertheless
necessitate this interaction paradigm. As we have discussed in this
paper, this presents new challenges that must be addressed (avoid-
ing wakeword-driven encouragement of impoliteness) but also new
opportunities that can be seized (pursuing wakeword-driven en-
couragement of politeness). Our results in this work help us to make
sense of the partial and conflicting results obtained by previous
attempts to study these challenges and opportunities, and suggest
a specific account of how different types of linguistic priming in-
teract to determine the specific types of influence that wakeword
choices can have on different types (ISA use and “Please” use) in
robot-directed and human-directed language. Moreover, our results
provide clear evidence that different wakewords may serve different
goals, with “Excuse me, (Name)” encouraging robot-directed po-
liteness, and “(Name) Please” encouraging human-directed “please”
use, which produces a definite effect but risks accidental encourage-
ment of impoliteness. Finally, these results produce clear directions
for future work, with new scientific hypotheses that can be tested
to develop an even clearer understanding of the origins and extents
of the phenomena observed in this work.
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